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ABSTRACT 

We present a ground-based technique to detect or follow-up long-period exoplanets via precise relative astrometry of 
host stars using Multi-Conjugate Adaptive Optics (MCAO) on 8 meter telescopes equipped with diffractive masks.   
MCAO improves relative astrometry by sharpening PSFs, reducing the star centroiding error, and by providing a 
spatially stable, more easily modeled PSF.  However, exoplanet mass determination requires multi-year reference grid 
stability of ~10-100 uas or nanometer-level stability on the long-term average of out-of-pupil phase errors, which is 
difficult to achieve with MCAO.  The diffractive pupil technique calibrates dynamic distortion via extended diffraction 
spikes generated by a dotted primary mirror, which are referenced against a grid of background stars.  We calculate the 
astrometic performance of a diffractive 8-meter telescope with diffraction-limited MCAO in K using analytical 
techniques and a simplified MCAO simulation.  Referencing the stellar grid to the diffraction spikes negates the 
cancellation of Differential Tip/Tilt Jitter normally achieved with MCAO.  However, due to the substantial gains 
associated with sharper, more stable PSFs, diffractive 8-m MCAO reaches ~ 4-6 µas relative astrometric error per 
coordinate in one hour on a bright target star (K ~ 7) in fields of moderate stellar density (~10 stars arcmin-2).  Final 
relative astrometric precision with MCAO is limited by atmospheric differential tip/tilt jitter.   
 

Keywords: astrometry, diffractive pupil, microarcsecond, SIM, PECO, differential atmospheric refraction, 
extrasolar planet, exoearth, differential tip/tilt jitter, MCAO, adaptive optics 

 

1. INTRODUCTION 
1.1  Science with Microarcsecond Astrometry 
 
Astrometry, or the measurement of positions of astrophysical objects, is a technology in which great developments are 
yet to be made to reach the theoretical limits of precision.1  The ability to measure the relative positions of objects at the 
microarcsecond level would be a fundamentally new tool that could be applied to a range of science areas:  Earth and 
exoplanet detection and characterization, Galactic and halo structure, the physics of supermassive black holes and 
accretion, and stellar astrophysics.  
 
1.1.1.  Astrometry for Exoplanet Detection and Orbit Measurement.  Both the astrometric signature of an orbiting 
exoplanet and the contrast-limited sensitivity of direct imaging increase with the separation of the planet from its host 
star.  Thus, astrometry and direct imaging combine to yield full orbit parameters and exoplanet masses with significant 
overlap between samples.2,3  Astrometry is complementary to well-developed radial velocity techniques, which are more 
sensitive to small star-planet separations.4  Since many direct imaging surveys specifically target young stars with active 
chromospheres and thus large radial velocity jitter, astrometric follow-up techniques compare favorably to Doppler 
follow-up (Figure 1). 
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Fig. 1.  Top panel:  Histogram of astrometric star acceleration for simulated suite of planetary orbits consistent with 

detection by the Gemini Planet Imager5 (modified by D. Savransky, priv. comm.).  Units are in microarcseconds per 
year2.  The red dashed line marks approximately the acceleration detectable in one year with the best single-epoch 
relative astrometric precision currently available, obtained in the crowded Galactic Center on the Keck AO system.6  A 
substantial fraction of the detected population has acceleration measurable with astrometric techniques.  Bottom panel:   
Histogram of Doppler star acceleration for the same simulated suite of planetary orbits.  Units are in meters per second 
per year.  The red dashed line marks approximately the acceleration detectable in one year using Doppler techniques, 
assuming 50 m s-1 astrophysical jitter, as expected for young stars.  Notice that jitter smaller than 20 m s-1 is required 
for any target to have measurable acceleration.   

 

1.1.2.  Astrometry for Science Beyond the Local Neighborhood. Combined with radial velocities, microarcsecond 
astrometry with large telescopes (D ≥ 5 meters) would yield the 3D position and space motions of individual red giants 
in the Galactic halo, which could constrain models of Galactic structure and the distribution of dark matter within our 
Galaxy and in local dwarf galaxies.7  Beyond our Galaxy, precise astrometry can probe the time variability of the 
photocenters of nearby quasars and Active Galactic Nuclei (AGN), potentially revealing the space density of binary 



 
 

 

supermassive black holes and constraining models of the morphology and cloud distribution within the compact optical 
emission in their central engines.8 
 
1.2.  Systematic Errors Limit Astrometric Precision with Ground-Based Telescopes 
 
State-of-the-art astrometric precision has seen significant improvement in the last 15 years, with the exploitation of 
extensive calibration (reaching ~100 µas),9 high resolution from space (HST Fine Guidance Sensor,10 and 
HIPPARCOS,11 ~1 mas precision), adaptive optics (Palomar12 and Keck AO6, reaching to 100-300 µas), and small-
aperture interferometers (Palomar Test Interferometer13, ~20 µas).  Although GAIA will reach a final mission precision 
of better than 20 µas for bright stars,14 it is not targeted and will not optimize observational cadence for individual stars.  
Despite the clear advantages of space telescopes for astrometry, most technological developments in this field have been 
made from the ground in the past decade.   
 
Astrometric precision improves drastically as telescope diameter increases, and extremely large telescopes are predicted 
to deliver precisions of ~1-10 µas if systematic errors can be addressed,15,16,17 nearly two orders of magnitude better than 
currently possible.  Like radial velocity work in the 1980’s before the refinement of the iodine cell technique,18,19 
astrometry has been limited to the ~100 µas level by numerous systematic errors that must be tackled individually it can 
be fully exploited.1 
 
1.3.  Addressing Limiting Systematic Errors with the Diffractive Pupil 
 
1.3.1.  Calibrating dynamic distortion with the diffractive pupil.   A diffractive pupil has been proposed to calibrate 
dynamic distortion changes introduced by the instrument in real time for narrow-angle, bright star astrometry.20,21,17  In 
this method, a series of imprinted dots or a mask with small, ~1 mm holes is introduced into the beam above the primary 
mirror, inducing diffraction spikes from a central, bright target star.  Similar to the iodine cell’s role in calibrating 
dynamic wavelength shifts with a standard series of lines, the technique calibrates astrometric distortion in the focal 
plane during an observation with a straight-line ruler created by diffraction.  This technique has been implemented on a 
testbed at the University of Arizona for space-based platforms.22  The diffractive pupil is predicted to decrease this 
critical systematic error to the microarcsecond level while avoiding expensive, restrictive requirements on telescope and 
instrument stiffness. 
 
1.3.2.   Astrometry with Multi-Conjugate Adaptive Optics.  Adaptive optics (AO) is the technique of using deformable 
mirrors to rapidly (~1 kHz) correct atmospheric phase errors.  The field of view of correction can be enhanced with 
multiple deformable mirrors in an architecture called Multi-Conjugate Adaptive Optics (MCAO), discussed further in 
section 2.  
 
Narrow-angle, bright star astrometry benefits greatly from MCAO in the following ways: 

1. The spatially uniform point spread functions (PSF) delivered by wide-field, MCAO systems reduce star 
centroiding errors resulting from inaccurate PSF models; 

2. The wider fields available with MCAO include more stars in and increase the overall signal-to-noise of the 
reference grid of background stars; 

3. The sharper PSF delivered with MCAO decreases the measurement error term; 
4. MCAO cancels differential tip/tilt jitter (DTTJ) induced by atmospheric motions in the high atmosphere, 

typically the dominant astrometric error for short exposures. 
 
1.3.3.  Dynamic Optical Distortion in MCAO.   For the reasons listed above, MCAO is a promising tool for narrow-field 
astrometry.  In particular, the presence of deformable mirrors conjugated out of the pupil plane allows the freedom to 
actively cancel the contributions of high altitude layers to the field distortion.  However, with this advantage comes the 
potential to systematically change the distortion on long time scales with these same mirrors.  To achieve 
microarcsecond relative astrometry with MCAO systems on large telescopes, the long-term average of out-of-pupil 
phase errors must be constant at the ~nm level on year-long timescales.   
 



 
 

 

Here, we explore the idea that the diffractive pupil could serve as a long-term astrometric calibrator for MCAO systems.  
The goal of this paper is to calculate the theoretical astrometric precision possible using an MCAO system on an 8-meter 
telescope equipped with a diffractive pupil. 

2. SIMULATIONS OF ASTROMETRY WITH MCAO  
We now attempt to calculate the astrometric performance of an MCAO system on an 8-meter telescope using a 
diffractive pupil, focusing on wide field cases targeting bright, on-axis stars (V < 10) and referencing to a grid of 
background stars (N > 5).  More details about the simulations and star weighting techniques used in this paper may be 
found in Ammons et al. (2011).17 
 
2.1 Relevant Astrometric Error Budget Terms 

2.1.1.  Differential Tip/Tilt Jitter.  Differential Tip/Tilt Jitter (DTTJ) refers to errors in the ability to measure the angular 
distances between stars due to random phase fluctuations in the atmosphere.  These errors are tightly correlated with the 
strength of upper-altitude layers in the atmosphere, which introduce distortions in the focal plane (as opposed to phase 
errors in the pupil plane).  DTTJ error increases rapidly as a function of star separation until an angle D/h is reached, 
with D equal to the telescope diameter and h the height of the dominant layer of turbulence, at which point the DTTJ 
error asymptotes.  A theoretical model for the strength of DTTJ as a function of telescope diameter and star separation is 
obtained from Sasiela (2007)23 and described in more detail in Ammons et al. (2011)17.  The Sasiela DTTJ is assumed to 
average down with the square root of the integration time, i.e., √τ/t, where τ is the amount of time required for the wind 
to fully cross the pupil of the telescope.8   

2.1.2.  Star S/N.  The theoretical best centroiding precision of star images depends on the signal to noise ratio of their 
detection.  For a circular Point Spread Function (PSF) well-approximated by a Gaussian with a full width at half 
maximum of s, the theoretical limit to the centroiding precision is 
 

€ 

σ = s /SNR  
 
where SNR is the signal-to-noise ratio of the detection.  This equation assumes that the star image is better than Nyquist 
sampled. 
 
2.1.3.  Differential Atmospheric Refraction.  The atmosphere acts as a prism, diffracting light along a vector pointing to 
the zenith.  The amount of angular motion is dependent on the wavelength of the light.  This introduces a chromatic 
effect in which the apparent centroid of a particular star depends on its spectral energy distribution.  For these 
simulations, we assume that the Gubler and Tytler (1998)24 method is being applied, in which ground layer pressure and 
temperature and knowledge of star color are used to construct an atmospheric model that predicts the chromatic 
differential atmospheric refraction (CDAR).  This model requires knowledge of the zenith position to ~36ʹ′ʹ′, the ground 
temperature to ~0.6 K, the ground pressure to 1.6 mB, the relative humidity to ±10%, and the temperature of both stars 
to ~100 K to reduce the CDAR error to ~100 microarcseconds for K-band observations at a zenith angle of ξ = 30°.  This 
method is currently employed to reduce astrometric error due to CDAR in observations of the Galactic center.6,25  CDAR 
can be reduced to the microarcsecond level with the use of narrow-band filters.12   
 
The achromatic term (ADAR) is related to the difference in zenith angle between two stars being referenced.  For a field 
of a given size, the ADAR can be fitted with third-order polynomials and removed at the sub-microarcsecond level for 
near-infrared (IR) observations. 
 
2.1.4.  Pixel Sampling and Crowding Errors.  Sub-sampling the star PSFs can lead to “pixel-phase” errors, in which the 
measured centroid is dependent on the exact position of the star within a pixel.26  Pixel phase errors can be reduced to 
negligible values by critically sampling the PSF.16  The simulations we make assume the use of wide-field reference 
grids in which crowding error is not significant.  Further information regarding assumptions made about pixel sampling 
is in Section 2.3.5 of Ammons et al. (2011)17. 
 



 
 

 

2.2 Simplified MCAO Simulations 

2.2.1.  Simulation Geometry.  We now use a simple simulation to understand the distortion introduced by an idealized 
MCAO system on an 8-meter telescope.  We assume a geometry similar to the Gemini South GEMS MCAO system27 
with 3 deformable mirrors conjugate to 0, 4.5, and 9 km altitude.  The constellation 5 laser guide stars in a “quincunx” 
format with a constellation diameter of 120” and a Sodium excitation altitude of 90 km.  A 6-layer Cerro Pachon CN

2 
with r0

 = 16 cm at 500 nm and 20 m s-1 wind is assumed.  The simulation ignores the details of wavefront sensing and 
reconstruction, but simply sets DM phases equal to the inverse sum of the nearest conjugate layers.  With these settings, 
the simulation will model the effects of fitting error and generalized anisoplanatism, but will ignore other terms like 
delay, bandwidth, aliasing, LGS elongation error, and tip/tilt error.   

We model a diffractive pupil as a grid of crisscrossed straight rods of 1 mm diameter and 4 cm spacing.  The target star 
is assumed to be a K = 4 star and the star reference grid is determined randomly according to the Bahcall & Soneira 

(1980)28 star count model as provided in the fortran “BSGmodel” code for a Galactic latitude of 5 degrees.  Example K-
band Field PSFs for a 1 second integration time are shown in Figure 2.  

 
Fig. 2.  Left panel:  25” x 25” field of view for an 8-m MCAO simulation centered on the K=4 target star.  The focal plane 

is diffraction-limited at 70% Strehl in K over the full 2’ field of view in this simulation.  The first order diffraction 
spikes generated by the K=4 star are seen at the edges of the panel.  Right panel:  Off-axis 25”x40” image of first, 
second, and third-order diffraction spikes generated by target star.  Faint diagonal diffraction spikes and five other field 
reference stars are also apparent.   

2.2.2.  Tilt Anisokineticism in MCAO with Diffractive Pupil.  We now use this simulation to assess the astrometric error 
in the measurement of the distance between two stars as a function of exposure time.  Instead of centroiding stars, which 
would include errors due to pixel sampling and PSF modeling, we fit the tip/tilt component of the wavefront for each star 
and diffraction spike in the image.   

Figure 3 plots the measured tilt anisokineticism perpendicular to the separation vector between star / spike pairs at an 
average separation of 10”.  The average separation between the reference star and the target star is 48”.  These results are 
averaged over 30 atmospheric realizations of 400 seconds in length each.  Note that the astrometric precision drops faster 
than the square root of the exposure time, as has been found in other similar simulations of tilt anisokineticism for a 30-
meter telescope assuming Taylor frozen flow of Kolmogorov turbulence (B. Ellerbroek, priv. comm.).  Notice that the 
simulated curve is closer to the theoretical DTTJ value for the full seeing predicted from the Sasiela (2007)23 equation 
for a star separation of 48” (the average separation between the target star and the reference star) than 10” (the average 
separation between the target star and the nearest diffraction spike).  This implies that the DTTJ error in the system is the 
same as in a seeing-limited case without the diffractive pupil in place. 

2.2.3.  Diffractive Pupil Negates Cancellation of DTTJ error.  This result can be understood by considering the 
correlations of wavefronts seen by the target stars and the diffraction spikes.  Zeroth-order light from the target star sees 
the on-axis wavefront from the atmosphere and the on-axis correction from the MCAO mirrors, resulting in a well-
corrected PSF.  Diffracted light from the target stars sees the on-axis wavefront but sees the off-axis correction from the 
MCAO mirrors, resulting in a PSF with full anisoplanatism and anisokineticism as determined by the target star-spike  



 
 

 

 

 
Fig. 3.  Astrometric error in the distance measurement between two stars as a function of integration time.  Only the 

component of the error perpendicular to the separation vector is plotted.  The vertical unit is milliarcseconds and the 
exposure time is in units of pupil crossings.  The black solid line is taken from the MCAO simulation described in 
Section 2.2 for the separation between a diffraction spike and a star located 10 arcseconds away from the spike (and 48 
arcseconds away from the central star).  The blue dashed line shows the theoretical DTTJ prediction from Sasiela 
(2007)23 for a star separation of 48” and the red line shows the Sasiela prediction for a star separation of 10”.  Notice 
that the simulated values are closer to the theoretical value for a 48” distance than a 10” distance.  

separation (average of 48” in the simulation above).  Zeroth-order light from reference stars sees the off-axis wavefront 
of the atmosphere and the corresponding off-axis wavefront from the MCAO mirrors, resulting in a well-corrected PSF.  
In the end, the corrected PSFs and tilt components of the on-axis target star and the off-axis reference stars are similar, 
but the corrected PSFs and tilt components of the diffraction spikes and the off-axis reference stars are decorrelated.  
Thus, using the diffraction spikes as references causes the full seeing-limited DTTJ error to enter the system, effectively 
ignoring the MCAO system’s cancellation of the DTTJ.  

2.3 Covariance-Based Weighting Method 

As the DTTJ in an MCAO + diffractive pupil combination is no different from a seeing-limited system, we turn to an 
analytical description of the astrometric error terms to assess the final system performance.   

We model the reference star grid with the Bahcall & Soneira (1980)28 star count model.  These models are interpolated as 
described in Section 2.1 of Ammons et al. (2011).  For a simulated circular field of view of diameter d at a Galactic 
latitude b, reference stars are inserted in random locations in the field according to the Bahcall & Soneira probability 
distribution.  The telescope is circular with a 30% throughput and a 10% secondary obscuration.  K-band observations 
are assumed.  We assume 0.8ʹ′ʹ′ total seeing and a sky background of K = 14 Vega magnitudes per square arcsecond.  The 
detector is assumed to be Nyquist sampled.     

The exposure time of individual frames within a total exposure is set to 3 seconds.  Field stars that exceed pixel counts of 
50,000 electrons in this exposure time are removed from the reference grid.  Larger telescopes lose significant numbers 
of stars from the bright end of the reference grid to saturation. 

We adopt the star weighting technique of Cameron, Britton, & Kulkarni (2009)12 to minimze the final astrometric 
motion of the target star relative to the reference grid with respect to the theoretical covariances for Differential Tip/Tilt 
Jitter (DTTJ, described in Section 2.1.1) and measurement error (Section 2.1.2).  This procedure promotes stars with 
more secure positions and penalizes stars with noisy centroids.   

2.3.1.  Static Distortion Errors.  It is assumed that the static distortion of the detector is known at the ~10 mas level 
through on-sky calibration techniques such as cluster observations (e.g., Anderson & King 200326).   The static 



 
 

 

components of distortion of the Hubble Space Telescope Fine Guidance Sensor and the Keck AO NIRC2 narrow-camera 
have both been calibrated to better than 1 mas.26,25  The dynamic component of the distortion due to instrumental flexure 
is assumed to be reduced to the microarcsecond level through the use of the diffractive pupil.20 

3. RESULTS 
3.1 Performance Trends with Telescope Diameter and Field of View 

Here we use the Cameron et al. (2009)12 technique to analytically predict the final astrometric performance of an 8-m 
MCAO system with a diffractive pupil as a function of telescope diameter and field size.  The K-band Strehl is assumed 
to be 40% across the field of view and the pixel size is chosen to give Nyquist sampling in each case.  For these cases, 
we assume that the primary target star has K = 7 and the total exposure time is 1 hour.   Figure 4 plots the final single-
axis, relative astrometric precision on the target star as a function of telescope diameter and field size for Galactic 
latitudes of b = 20° and 90°.   

At both Galactic latitudes plotted, the performance as a function of telescope diameter tends to flatten above diameters of 
D ~ 8 meters.  This is due to the saturation of reference stars at increasingly faint limits as the aperture grows.  The 
magnitude function of background stars begins to flatten at K ~ 20, so fewer reference star photons per star are available 
for  D > 8 meters.  The performance for D > 8 meters is determined by the choice of the exposure time of individual 
frames (3 seconds for this simulation).  Reducing this exposure time of individual frames would improve the 
performance of larger telescopes, but lengthen the total exposure time substantially due to more readouts.   

The principal advantage of MCAO here is the concentration of PSFs and the reduction of the star S/N term in the 
astrometric error budget.  DTTJ error is the same as in a seeing-limited case due to the use of the diffractive pupil.  We 
do not include the effects of PSF variation throughout the field in this simulation, although this effect is also mitigated 
by MCAO.  Little improvement is seen by expanding the MCAO field diameter from 2 to 4 arcminutes, at least for D > 8 
m, and a field of 1 arcminute is sufficient to attain ~10 microarcseconds relative astrometric precision per coordinate for 
D > 8 m. 

 
Fig. 4.  Total relative astrometric error in milliarcseconds with MCAO as a function of telescope diameter.  Colors denote 

different field diameters.  Left panel:  Galactic latitude of b = 20°.  Right panel:  Galactic latitude of b = 90°.   The 
performance flattens as a function of diameter for D > 10 due to star saturation at fainter magnitudes with larger 
apertures.      

4. SUMMARY 
We have investigated the astrometric performance of an MCAO system equipped with a diffractive pupil using 
simplified MCAO simulations as well as an analytical, minimum-variance technique.  MCAO presents a number of 
advantages for astrometry, including sharper PSFs, a uniform PSF distribution, and active cancellation of DTTJ.  
However, the out-of-pupil deformable mirrors in MCAO systems also introduce the possibility of systematic distortion 
changes on long time baselines.  The diffractive pupil technique, in which star positions are referenced against 



 
 

 

diffraction spikes generated by a grid of rods or dots at the first pupil, calibrates systematic changes in the distortion map 
and could potentially mitigate the problems inherent to MCAO.  
 
A simplified MCAO simulation modeling the wavefronts of the diffraction spikes showed that the astrometric motions 
of the reference stars and the nearest diffraction spikes are decorrelated, such that the contribution of the atmosphere can 
be analytically modeled as the normal seeing-limited DTTJ error as described in Sasiela (2007).23 
 
We then used the Cameron, Britton, & Kulkarni (2009)12 weighting method with the full DTTJ equation and the star S/N 
term to simulate the idealized astrometric performance of an MCAO system equipped with a diffractive pupil.  The 
performance was simulated as function of telescope diameter D, field diameter d, and Galactic latitude b for a target star 
of K = 7 and a total exposure time of 1 hour.  The CDAR and ADAR errors were assumed to be reduced to the 
microarcsecond level through the use of atmospheric modeling techniques.24  The sum of the atmospheric and 
measurement noise terms approached 4-6 microarcseconds for an 8-meter telescope with a 1 hour exposure.  There does 
not appear to be a significant gain by increasing the field size from 2 to 4 arcminutes, especially for larger telescopes (D 
> 8 m), and a field diameter of 1 arcminute is sufficient to realize ~10 microarcseconds astrometric precision for D > 8 
m. 
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